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ABSTRACT 
This paper presents recent trends in the area of integrated CMOS 
transceiver design for short distance wireless applications. This 
application is characterized by very low-cost and low-power so- 
lutions. Current challenges and recent trends are described and 
digital-oriented design opportunities for increasing integration out- 
lined, Signal processing approaches applied to the front-end elec- 
tronics find an increasing emphasis and are extremely viable. 

1. INTRODUCTION 
The radio frequency (RF) front-end circuits have been traditionally 
implemented by Gallium Arsenide (GaAs) MESFET, St-bipolar 
junction transistors (BJTs), III-V heterojunction bipolar junction 
transistors (HBTs) and Silicon-Germanium (SiGe) BJTs, while the 
baseband digital signal processing (DSP) and analog circuits are 
being implemented exclusively using CMOS technologies. As the 
emphasis of wireless applications moves towards the personal com- 
munication systems (PCS) and wireless local area networks (WLAN) 
as well as the wireless entertainment electronics, light-weight, small- 
dimension, low-cost, low-power and a higher level of integration 
are becoming ever critical. These have spurred the interests in low 
cost CMOS technologies. RF wireless systems using CMOS tech- 
nologies are being intensively investigated mainly due to their low 
cost, high yield and higher level of integration including baseband 
circuits. 

1.1 CMOS Process Technology 
On the device physiqs side, there is a fundamental limitation of 
the bipolar technology that prevents from using it in low-voltage 
applications in favor of CMOS. Operation at 1 V power supply is 
difficult to achieve since the VBE of bipolar transistors lies around 
0,7 V and the base-to-collector junction must be reverse biased. By 
contrast, the MOS transistor can admit a VDS lower than the Vcs. 
Theretbre, if the saturation voltage is kept at a few hundred mV, 
there is enough room for some output dynamic range. 

For MOSFET transistor application to RF circuits, there are sev-  
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eralfigure-of-merit (FOM)parameters: cutoff frequency fT', max- 
imum oscillation frequency fT . . . . .  minimum noise figure F,,~i,~, 
flicker noise l / f ,  power-added efficiency PAE and power gain GA. 
A conventional deep-submicron CMOS technology designed for 
logic applications has shown to exhibit respectful RF device char- 
acteristics [1] [2]. Scaling of CMOS devices increases the 1/ f  
flicker noise which is caused by carrier trapping near the thin oxide- 
silicon interface. On the other hand, there is no such junction in 
bipolar transistors. The flicker noise could be converted into close- 
in phase noise of voltage-controlled oscillators (VCO) and appear 
at the output of down-conversion mixers. Fortunately, as shown in 
[3], this noise frequency translation mechanism could be avoided 
through half-circuit topological symmetry. 

Both f~, and fmi,, peak values already exceed 100 GHz for sub- 
0.1 ~ m  deep-submicron CMOS logic devices and are predicted to 
double every three years [3]. Despite the continual RF performance 
lag behind the latest SiGe bipolar processes, at this point, their per- 
tonnance is adequate for wireless communication bands for up to 
5 GHz. This has opened the possibilities for CMOS RF circuits 
meeting the stringent requirements in communication systems. Ef- 
forts have been made to show the feasibility of CMOS front-end 
circuits, and the performance has become comparable to those of 
BJT circuits. The ultimate goal is to take advantage of the CMOS 
process to implement a single chip radio including RF front-end, 
intermediate frequency (IF) modulation/demodulation circuits and 
baseband signal processing circuits. 

1.2 CMOS Integration 
There is a wide array of opportunities that integration presents. 
The most straightforward way would be to merge various digital 
sections into a single silicon die, such as DRAM or flash memory 
embedded into DSP or controller. More difficult would be integrat- 
ing the analog baseband with the digital baseband. Care must be 
taken here to avoid coupling of digital noise into the high-precision 
analog section. In addition, the low amount of voltage headroom 
challenges one to find new circuit and architecture solutions. 

Sensible integration of diverse sections results in a number of ad- 
vantages: (1) Lower total silicon area. In a deep-submicron CMOS 
design, the silicon area is often bond-pad limited. Consequently, 
it is beneficial to merge various functions on a single silicon die 
to maximize the core to bond-pad ratio. (2) Lower component 
count and thus lower packaging cost. (3) Power reduction. There 
is no need to drive large external inter-chip connections. (4) Lower 
printed-circuit board (PCB) area, thus saving the precious "real es-  

tate." 
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Figure 1: Example in ultimate integration: single-chip Blue- 
tooth radio 

The ultimate goal in mobile wireless integration might be a single- 
chip digital radio as shown in Fig. 1. The baseband controller, such 
as based on the ARM7 microprocessor, implements the Bluetooth 
protocol layer stack which is controlled by a software program 
stored in a non-volatile flash memory. The RF transceiver mod- 
ule implements the physical layer. The advanced deep-submicron 
CMOS process total integration leads to an extremely compact and 
economic implementation of this sophisticated and highly func- 
tional communication system. 

1.3 Deep-submicron Integration Challenges 
Deep-submicron CMOS processes present new integration oppor- 
tunities on one hand, but make it extremely difficult to implement 
traditional analog circuits, on the other. For example, frequency 
control input of a low-voltage deep-submicron CMOS oscillator is 
an extremely challenging task due to its highly nonlinear frequency- 
vs.-voltage characteristics and low voltage headroom making it sus- 
ceptible to the power supply and substrate noise. In such low supply 
voltage case, the dynamic range of the signal and thus the signal- 
to-noise ratio will degrade significantly. One has to look for alter- 
native solutions, such as utilizing a voltage doubler in [4]. Further- 
more, the advanced CMOS processes typically use low resistance 
P-substrate which is an effective means in combating latchup prob- 
lems, but exacerbates substrate noise coupling into the analog cir- 
cuits. This problem only gets worse with scaling down of the sup- 
ply voltage. Fortunately, there is a serious effort today among ma- 
jor IC fabrication houses to develop CMOS processes with higher 
resistivity silicon substrate. 

2. DIRECT MODULATION TRANSMITTER 
oxp(jwct) 
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Figure 2: PAM modulation with complex signals 

Fig. 2 shows a general block diagram of a transmit pulse ampli- 
tude modulation (PAM) using complex signals. It mathematically 
describes an arbitrary modulation process. Complex signal rep- 
resentation requires two physical wires that carry both real-valued 
parts of a complex number. Fig. 3 shows a block diagram of a PAM 
transmit modulation using in-phase (I) and quadrature (Q) signals 
that represents a natural progression towards a more physically- 
realizable representation. 

Fig. 4 shows a block diagram of a PAM transmit modulation using 
a polar alternative in the form of direct amplitude and phase mod- 
ulation. The direct phase modulation might be performed by mod- 
ulating the oscillator tuning input in a feed-forward manner with 
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Figure 3: PAM modulation with I and Q baseband signals 
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Figure 4: PAM modulation with a direct phase and amplitude 
modulation 

a possible PLL loop compensation method as shown by M. Bopp 
[5] and B. Zhang [6]. The direct amplitude modulation might be 
performed by regulating the supply voltage to a constant-envelope 
power amplifier. This method appears to be the best choice for dig- 
ital integration of mobile RF transceivers because it does not use 
the RF/analog-intensive up-conversion modulator. Due to this rea- 
soil, the emphasis in this paper is placed on frequency synthesizers 
with phase/t?equency modulation capability. 

3. MODULATING SYNTHESIZER 
RF synthesizers are used as a local oscillator (LO) in both re- 
ceivers and transmitters, and remain one of the most challenging 
tasks in mobile RF systems because they must meet very stringent 
requirements of a low-cost, low-power and low-voltage monolithic 
implementation while meeting the phase noise and switching tran- 
sient specifications. There are three major conventional frequency 
synthesis techniques: direct-analog mix/filter/divide, direct-digital 
(DDS), indirect or phase-locked loop (PLL). 

3.1 PLL-based Synthesizer 
A great majority of RF wireless synthesizers for mobile applica- 
tions are based on the PLL structure. Under locked condition, the 
average output frequency of a PLL bears an exact relationship with 
the reference input frequency. Conventional PLL has an integer di- 
vider ratio N, such that f ,  co = N .  fref. Resolution is equal to the 
reference frequency which is usually selected to be the same as the 
channel spacing. Narrow loop bandwidths are undesirable because 
of long switching times, inadequate suppression of the VCO phase 
noise, and susceptibility to the supply and substrate noise. 

Unfortunately, the PLL structure does not easily lend itself to sil- 
icon integration. Because of the spur reduction requirements, the 
loop filter, usually realized as a charge pump, has large external ca- 
pacitors in order to achieve a low PLL bandwidth of several kHz. 
Realizing a monolithic capacitance on the order of a few hundred 
pF would require a prohibitively large area if implemented as a 
high-quality metal-insulator-metal (MIM) capacitor. Implement- 
ing it as a MOS capacitor would take less area, but it would likely 
be unacceptable because of its high leakage current and nonlinear- 
ities. 
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Figure 5: Periodic anti deterministic phase error 

f~E~ 

3.1.I Fractional-N Architecture 
In fractionat-N synthesizers, the output frequency can increment 
by fractions of the reference frequency, allowing the latter to be 
much greater than the required channel spacing. This allows wide 
loop filter design at the expense of fractional spurs, resulting with 
improved loop dynamics and attenuation of the oscillator-induced 
noise. The PLL bandwidth is usually set at roughly 10% of the ref- 
erence frequency to avoid any significant feed-through of the ref- 
erence tone and may now span several channels. In response to a 
change in a frequency control word, the PLL outPut frequency set- 
tles to the programmed value with a time-constant inversely related 
to the loop bandwidth. 
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Figure 6: FractionaI-N synthesizer using a EA modulated 
clock divider 
Fractional PLL can achieve arbitrarily fine time-averaged frequency 
division ratio of ( N . f )  (where. separates the integer and fractional 
parts) by modulation of the instantaneous integer division ratio of 
N and N + 1 (In practice, multi-bit modulus could be used as 
demonstrated by T, Kenny [7]). Phase detector will operate at a 
frequency of f,.~/ + ( . f / N )  • f,.e/, the phase error of the phase 
detector causes VCO fractional spurs at multiple of the offset fre- 
quency (. f) - f,,~/. There are several methods to suppress the frac- 
tional spurs. A more conventional method is the analog fractional- 
N compensation scheme that uses an accumulator and a DAC and 
is based on the observation that the phase error perturbation is pe- 
riodic and deterministic and could be theoretically canceled out in 
hardware (see Fig. 5). The second method uses a ~ A  modulated 
clock divider [8] [9] and is shown in Fig. 6. This solution is more 
digital in nature since it does not rely on precise analog compo- 
nent matching of the previous technique. It trades the reduction in 
fractional spurs for the increase in the noise floor. 

The fractional-N frequency synthesizer architecture lends itself well 
to an indirect narrowband frequency modulation which could be 
implemented almost entirely in a digital manner. In such archi- 
tectures the desired channel is selected using the digital control 
word. As long as the modulation data rate is lower than the PLL 
loop bandwidth, the average division ratio established by the digi- 

tal control word could be attgmented by the instantaneous value of 
the modulation frequency deviation. There has been some research 
done to increase the data rate by compensating for the PLL loop 
high frequency attenuation by boosting the high frequency compo- 
nents of the modulation signal as shown by M. Perrot [10]. After 
the equalized modulation signal passed through the PLL, the mod- 
ulation spectrum would be restored to its original form. The digital 
equalizer could be embedded in the GFSK filter with little extra 
overhead. However, the precise loop compensation requirement 
makes this architecture not very practical for manufacturing. 
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Figure 7: Modulating wideband fractional-N synthesizer 
The above problem of mismatch between the digital compensa- 
tion filter and the analog PLL got addressed by W. Bax [11]. The 
fractional-N PLL is re-architectured there to place a ~A frequency 
discriminator, whose transfer fimction is set digitally and well con- 
trolled, in the feedback path (see Fig. 7). As a result, the only ana- 
log component left that required a substantial amount of matching 
is the VCO. 

Fig. 8 shows the noise shaping properties of the first, second and 
third-order 2A modulated clock divider. The first order of EA op- 
eration turns out to be equivalent to the conventional, but uncom- 
pensated, fractional-N architecture and exhibits systematic divi- 
sion ratio patterns that produce unacceptably large frequency tones. 
The left plot shows the power spectral density (PSD) of the di- 
vided clock. As shown, the third order of EA dithering intro- 
duces enough randomness to completely eliminate any frequency 
spurs that are clearly shown with the second and first order EA 
dithering. The right plot shows the PSD of the divided clock phase 
and it demonstrates that the second order ~A dithering performs 
the high-frequency shaping of the division ratio quantization noise 
of 20 dB per decade, whereas the third order produces 40 dB per 
decade. The noise at higher frequencies then gets filtered out in the 
loop filter, While the phase spectrum is important to determine the 
noise floor, it is inconvenient to deal with frequency spurs. 

3.1.2 Phase-domain PLL 
A. Kajiwara addresses the chief limitation of the traditional PLL- 
based frequency synthesizers (see Fig. 9), namely the slow fre- 
quency switching times, which make them less desirable for the 
advanced portable wireless applications that use spread spectrum 
and frequency hopping techniques [12]. On the other hand, the di- 
rect digital synthesizers, whose switching time is extremely fast, 
cannot be used in a direct manner at wireless frequencies. The au- 
thors propose a DSP-based phase-domain PLL structure that fea- 
ture fast switching times. This architecture, however, has a major 
limitation of handling only integer-N division ratios. 
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Figure 9: Phase-domain I'LL 

3.2 Hybrid Approach 
In certain applications it is necessary to combine the two (rarely 
three) m~jor synthesis techniques such that the best ligatures from 
each basic method are emphasized. Most likely it is the hybrid of 
DDS and PLL structures that is tound m certain wireless applicao 
lions. Here. the wideband modulation and last channel-hopping ca- 
pability of the DI)S method, that now operates at lower frequency, 
is combined with a frequency nmltiplication property of a PLL 
loop that up-converts it to the RF band. A. Hafez [13] describes 
a 900 MHz band hybrid synthesizer structure that uses a 1.10-.. 
1.85 MIIz low-frequency DDS to generate a stable flequency refer- 
ence to the main PLL loop. The PLL loop, instead of conventional 
digital frequency divider or prescaler, uses subsampled mixing to 
translate the RF frequency down to the f,~d. The frequency res- 
olution of the synthesizer is established by the DDS and the PLL 
loop is mainly used as a frequency multiplier. Since the DDS op- 
erates at low frequency, its major limitation of high power is not 
a concern. Untbrtunately, the snbsamptmg process introduces an 
excessive noise. 

4. RECEIVER 
Recently, there has been a wide focus on "software radio"; a term 
used to describe a programmable integrated solution addressing 
multiple standards and modes [14, 15, 16]. Short distance wireless 
transceivers typically en|brce stringent constraints on power dissi- 
pation and cost. Low cost solution requires the ability to integrate 
the transceiver with the baseband processor and the most promising 
technology is a standard low-cost CMOS process. Another impor- 

tant consideration in cost reduction is that the proposed solution 
must avoid off-chip components. Untortunatety, conventional de- 
sign approaches requires the ability to put high-Q inductors and 
high-Q in/age-reject and channel filters in addition to low4~oise in- 
tegrated VCOs [14, /5], The attempts to improve the Q, generally. 
result in increasing the cost of the process, thereby neutralizing the 
Iow.-cost advantage of standard CMOS process. Itigh quality RF 
designs are possible with alternate technologies, however. CMOS 
offers the advantage of cost reduction through integration and high 
gate density in digital circuitry, This motivates new approact~es 
in the transceiver design such that the playing field is leveled by 
employing more advanced signN-processing techniques and rising 
digital methods in low-cost CMOS processes that offer very high 
gate densities. An example of stlcb a technique was presented in 
[17, 18] for constant envelope modulation schemes. 

4.1 Two-step Conversion Receiver 

~.qma.Del~a loo~ u~th mixer i r ~ / d e  
Diree~ IF Samplin~ I LO. 

Figure 10: Two-step Down Conversion 

Super~hetrodyne type architecture which uses two-step down-conv- 
ersion has been the most widely used architecture to date and offers 
many advantages such as reduction of unwanted energy outside the 
desired channel using IF filters and VGA [14]. An integrated re- 
ceiver designed using this approach becomes more practical if a 
wide-band at RF is frequency translated to IF and %llowed by an 
IF low-pass filter beth re the second down-conversion stage, This 
is shown in Fig. 10. Channel selection is performed using a sec- 
ond tunable LO This approach offers the advantages of integrating 
frequency synthesizers with low phase noise [14] as well as im- 
proving desensitivity to fixed and time-varying local dc-offsets due 
to self-mixing and other non-linearities. However, such method- 
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olgy requires image-reject mixer which requires dealing with gain 
and phase mismatches in I/Q branches. High linearity and low- 
noise are desirable in such architectures in addition to variable gain 
in the first stage, l/f noise may be reduced by using long-channel 
devices. However, a larger dynamic range is required in the A/D, 
which implies larger power dissipation. In a two-step down conver- 
sion procedure, one could use a complex subsampling mixer as the 
second stage of frequency down-conversion and use digital tech- 
niques to remove I/Q mismatches. Adaptive mismatch techniques 
are also possible for I/Q mismatch in a direct IF sampling approach 
[ 19]. The linearity of a mixer can be improved by putting it inside a 
sigma-delta modulator based A/D converter loop [20] and putting a 
reconstruction filter in the f?edback loop. A higher-power yet sim- 
ple approach is to directly sample the IF frequency using an A/D 
and is feasible only at base stations, 

4.2 Single-step Conversion Receiver 
Direct conversion and very-low-IF conversion are two approaches 
that have recently attracted a lot of attention. In direct conversion, 
IF equals zero and the received signal is filtered and amplified at 
the baseband which simplifies the design for low-power. This is 
also true for very-tow-IF conversion which places IF very close to 
zero (half to two channel spacings above zero). Direct conversion 
requires quadrature down-conversion with vector detection other- 
wise the negative frequency half-channel folds over to the positive 
half-channel. The channel selection is performed using a lowpass 
filter and no image-reject filter is required. 

However, direct-conversion is plagued by spurious LO leakage in 
which the strong LO frequency signal in the receive path can leak 
through the antenna due to coupling and bounce back from nearby 
objects finally entering the receiver as an interferer [21, 22]. Non- 
linearities in the LNA and mixer also cause a de-offset which ap- 
pears with the down-converted baseband. There are two detrimen- 
tal effects of the de-offset. First, it increases the requirements on 
the dynamic range of subsequent components and second, it im- 
poses severe constraints on the reverse isolation of mixer and LNA. 
Although capacitive coupling can cure this problem if the signal 
spectrum has a null at dc [18, 21, 22] or if the BER does not de- 
grade significantly due to the de-null placed by capacitive coupling, 
the more recent trend has been to estimate and remove the off- 
set digitally [21, 23], The detrimental effects of I/Q mismatch in 
quadrature down-conversion is not as severe as in image-reject ar- 
chitectures [22], however, even-order distortion adds to the picture 
where two strong interferers generate a low-frequency beat equal to 
the difference frequency and appear at the mixer output due to di- 
rect feed-through [22]. Converting LNA and mixers to differential 
topology increases the noise figure [22]. The 1I f  noise of devices 
has a severe impact on the down-converted signal around dc and 
can be dealt with by increasing the size of the devices and/or by 
periodic offset cancellation [22]. 

4.2.1 Subsampling Receiver 
Another approach to direct-c0nversion receiver is sub-sampling [24, 
25]. The basic approach is to sample the RF signal at an integer 
fraction of carrier frequency which is greater than twice the band- 
width of the modulating signal. Spectral images of the modulat- 
ing signals are repeated and down-conversion can be achieved by a 
low-pass filter. 

A general scheme based on sub-sampling operation is presented 
in [24] and shown in Fig. 11 in which the RF input is sampled- 
and-held and followed directly by discrete time analog signal pro- 

Figure 11: Subsampling receiver architecture. 

cessing. The baseband signal is converted using an A/D converter. 
Sampling the carrier frequency fc at a rate f.~ results in spectral 
images located at rife :k fc where T~ is an integer. A desired spec- 
tral image can be filtered using a discrete time analog filter..ln this 
approach, the lowest power solution would involve a tradeoff anal- 
ysis between the input rate of the A/D converter and the complex- 
ity of anti-aliasing downsampling filters in multi-stage configura- 
tion. The use of multi-stage filtering allows reuse of anti-aliasing 
filters [24] by appropriate selection of f.~ in relation with ft .  In 
this approach, channel select filtering, demodulation and baseband 
processing are done in the digital domain following the A/D con- 
verter. The final stages of the multi-stage analog filters can also be 
used to reduce the adjacent channel interferers, thereby reducing 
the dynamic range requirement and power dissipation of the A/D 
converter. [25] shows a subsampling mixer implemented for 1.8 
GHz RF system. The mixer is implemented using a track-and-hold 
circuit, A differential OTA is used to transfer the sampled charge to 
the output in order to cancel the charge feed-through and to attain 
high linearity. The speed of OTA determines the maximum f.,. 

Another example of subsampling approach has been successfully 
demonstrated in [ 17] for binary FSK transceiver at 900 MHz. The 
approach used substantially reduces power dissipation by hard-lim- 
iting the filtered output of a sub-sampling mixer. The high fre- 
quency images are rejected by -60 dB using a switched capacitor 
analog filter. The limiter serves to act as a l-bit A/D converter 
which provides an over-sampled down-converted baseband signal. 
The signal is decoded using a l-bit FSK demodulator. The AGC 
functionality is achieved using the filter, limiter and demodulator. 
Although, this structure simplifies a general architecture requiring 
a multibit AID converter and VGAs thereby saving power, its appli- 
cation cannot be directly extended to general modulation schemes. 

Subsampling receiver eliminates the need for IF filters, image-reject 
mixers, image reject filters and analog I/Q branches thereby making 
these suited to integration. Further, the LO in such a scheme op- 
erates at much lower frequency than f t .  However, these trade one 
set of problems with another. The major issues in such receivers 
are noise-folding, sensitivity to clock jitter and linearity require- 
ments. Noise folding can be reduced by using a preselect filter. 
The sensitivity to timing jitter and the noise figure of the system can 
be improved by placing N sampling switches in parallel collecting 
successive samples that are dumped to an output buffer simultane- 
ously every N clock cycles [26]. The relationship of ./8 with fc can 
be relaxed by employing multirate subharmonic sampling which 
allows a larger choice of f ,  while replacing the I-Q mixing with a 
geometric transformation. 

5. SYSTEM-LEVEL LOW POWER OPER- 
ATION 

Power reduction in a CMOS receiver requires system level consid- 
erations. A major factor that determines the power dissipation in 
the receiver is the dynamic range of the input signal. In an inter- 
ference dominated environment, only one or two strong interferes 
are present and have the potential to overload the front-end. Hence, 
the receiver is designed for the worst-case scenario and the desired 
BER and achievable noise floor determine the sensitivity and the 
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required dynamic range of the receiver. If undesired spectrum can 
be discarded using filters, the dynamic range requirements can be 
relaxed for the AID converter. In the absence of strong interferers, 
the entire dynamic range in the receiver is not required and under 
such circumstances, system level control can switch to a low-power 
mode which uses smaller dynamic ranges. 

6. CONCLUSION 
We presented several approaches which are currently used in low- 
power integrated CMOS transceivers for short distance wireless. 
Recently, digital and analog signal processing techniques have found 
increasing application in the generation and detection of signals in 
such transceivers. Many of such techniques were described and is- 
sues related to these approaches outlined. The new generation of 
tow-power integrated RF transceivers wilt rely on increased role of 
digital approaches replacing conventional RF sub-systems. 
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